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Abstract—Recently coarse-grained reconfigurable architectures (CGRAs) have drawn increasing attention due to their efficiency and flexibility. While many CGRAs have demonstrated impressive performance improvements, the effectiveness of CGRA platforms ultimately hinges on the compiler. Existing CGRA compilers do not model the details of the CGRA, and thus they are i) unable to map applications, even though a mapping exists, and ii) using too many processing elements (PEs) to map an application. In this paper, we model several CGRA details, e.g., irregular CGRA topologies, shared resources and routing PEs in our compiler and develop a graph drawing based approach, Split-Push Kernel Mapping (SPKM), for mapping applications onto CGRAs. On randomly generated graphs our technique can map on average 4.5\% more applications than the previous approach, while generating mappings which have better qualities in terms of utilized CGRA resources. Utilizing fewer resources is directly translated into increased opportunities for novel power and performance optimization techniques. Our technique shows less power consumption in 71 cases and shorter execution cycles in 66 cases out of 100 synthetic applications, with minimum mapping time overhead. We observe similar results on a suite of benchmarks collected from Livermore loops, Mediabench, Multimedia, Wavelet and DSPStone benchmarks. SPKM is not a customized algorithm only from Livermore loops, Mediabench, Multimedia, Wavelet and DSPStone benchmarks. SPKM is not a customized algorithm only from Livermore loops, Mediabench, Multimedia, Wavelet and DSPStone benchmarks. SPKM is not a customized algorithm only from Livermore loops, Mediabench, Multimedia, Wavelet and DSPStone benchmarks. SPKM is not a customized algorithm only from Livermore loops, Mediabench, Multimedia, Wavelet and DSPStone benchmarks. SPKM is not a customized algorithm only from Livermore loops, Mediabench, Multimedia, Wavelet and DSPStone benchmarks.
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I. INTRODUCTION

COARSE-GRAINED reconfigurable architectures (CGRAs) have emerged as a promising reconfigurable platform, by providing operation-level programmability, word-level datapaths, and area-efficient routing switches which is also very powerful. CGRAs are essentially a set of processing elements (PEs), such as arithmetic logic units (ALUs) or multipliers. The PEs are connected with each other by routing buses, and thus a PE can use the results of their neighboring PEs. CGRAs can fully exploit the parallelism in an application, and therefore they are extremely well suited for the applications that require very high throughput including multimedia, signal processing, networking, and other scientific applications. Several CGRA implementations such as MorphoSys [31], RSPA (Resource Sharing and Pipelining Architecture) [14], KressArray [12], etc. have been proposed, and a comprehensive summary of them can be found in [11].

The success of CGRAs critically hinges on how efficiently the applications are mapped onto them. For the efficient use of CGRAs, it is required to exploit the parallelism in the applications and minimize the number of computation resources since it is directly translated into either a reduced power consumption or an increased throughput. However, the problem of mapping an application onto a CGRA to minimize the number of resources has been shown to be NP-complete [13], and therefore several heuristics have been proposed. However, existing heuristics do not consider the details of the CGRA such as the following.

PE Interconnection: Most existing CGRA compilers assume that the PEs in the CGRA are connected only in a simple 2-D mesh structure, i.e., a PE is connected to it’s neighbors only. However, in most existing CGRAs, each PE is connected to more PEs than just the neighbors. In MorphoSys, a PE is connected to every other PEs through shared buses. A PE in RSPA also has the connections with the immediate neighbors and the next neighbors.

Shared Resources: Most CGRA compilers assume that all PEs are similar in the sense that an operation can be mapped to any PE. However, not all PEs in the current CGRAs contain multipliers in order to reduce the cost, power and complexity. Few multipliers and memory units are made available as shared resources in each row. For example, the PEs in each row of RSPA share two multipliers, two load units, and one store unit.

Routing PE: Most CGRA compilers cannot use a PE just for a routing. This implies that in a 4 × 4 CGRA which has a mesh interconnection, it is not possible to map application DAGs in which any node has more than 4 degrees. However, most CGRAs allow a PE to be used for routing only, which makes it possible to map DAGs with any degrees onto the CGRA.

Owing to the simplistic model of CGRA in the compilers, existing CGRA compilers are i) unable to map applications onto the CGRA, even though it is possible to map them, ii) using too many PEs in their solution. Thus, even if a mapping exists for an application, it consumes significant power on CGRAs.

The mapping techniques can be broadly categorized into the temporal mapping in which the functionality of PEs changes with time, and the spatial mapping in which an instruction in a
kernel loop corresponds to one PE and does not change during the execution of the kernel. Although many temporal mapping techniques [19], [22], [27], [33] can efficiently map loop structures using modulo scheduler [29], in this paper we focus on the static spatial mapping technique. The CGRAs which support the spatial mapping do not need the context memory [15], and therefore it has the advantages of smaller chip area, more power efficiency, and simpler hardware design as compared to the CGRAs with the temporal mapping.

In an attempt to develop better heuristics for mapping applications to CGRAs, we observe that the problem of application mapping is very similar to that of graph drawing. We formulate our problem as finding the mapping between two graphs; the input dependency graph and the CGRA interconnection graph, subject to several constraints like minimizations of bends, edge crossings, and area. The contributions of this paper are as follows:

- We formulate the application mapping problem onto CGRA considering the arbitrary PE interconnections, shared resource constraints, and routing PEs.
- We propose a graph drawing based approach to map applications onto CGRAs which can map 4.5× more randomly generated application DAGs than previous approach, while showing shorter execution cycles in 66 cases and less power consumption in 71 cases out of 100 synthetic applications, with minimal mapping time overhead.
- We demonstrate that SPKM is not a customized solution only for a specific CGRA. We explore various CGRA designs and show that SPKM still gives prominent results for any of the designs.

The rest of this paper is organized as follows. Section II and Section III formally define the problem of mapping applications onto CGRAs. Section IV describes CGRAs and the previously proposed heuristics for mapping applications onto CGRAs. In Section V formulates the application mapping problem with Integer Linear Programming (ILP) to find the optimal solution. Section VI gives an overview of our design flow and Section VII proposes our graph drawing based algorithm. We explain our experimental setup in Section VIII and Section IX demonstrates the effectiveness of our solution, followed by Section X in which we explore several CGRA design spaces and demonstrate that SPKM is a general solution for CGRA. We summarize and conclude this paper in Section XI.

II. NOTATION AND DEFINITIONS

Since applications spend most of the execution time and the power in loops, we focus on mapping only loop kernels onto CGRAs. We map given loop kernels to CGRAs while minimizing the number of required resources. In this section, we define all the notations that are used throughout this paper for the better understanding of our problem formulation.

Loop kernel: The loop kernel can be represented as a Directed Acyclic Graph (DAG), \( K = (V, E) \), where vertices in \( V \) are the operations in the loop, and an edge \( e = (u, v) \in E \) exists for any two vertices, \( u, v \in V \), iff the operation \( v \) is data dependent on the operation \( u \).

CGRA: An \( M \times N \) CGRA can be represented as another directed graph \( C = (P, L) \), where the elements of \( P \), \( p_{ij} \) (where \( 1 \leq i \leq M \), and \( 1 \leq j \leq N \)) are the PEs of the CGRA. For any two elements \( p, q \in P \), an interconnection link \( l = (p, q) \in L \) exists iff PE \( q \) can use the result of PE \( p \) which is computed in the previous cycle.

Application Mapping: An application mapping is a function \( \phi : K \rightarrow C \), which in turn implies two functions, \( \phi^V : V \rightarrow P \), and \( \phi^E : E \rightarrow 2^L \).

\( \phi^V \) is an injective function that maps the operations to the PEs. This implies that each vertex \( v \in V \) corresponds to a distinct PE \( p \in P \), and some PEs may be unused. \( \phi^E \) is a multi-valued function that maps data dependence edges \( e \in E \) of the application kernel to a subset of interconnection links \( l \in 2^L \). Thus, a dependence edge can be mapped onto a set of interconnection links on the CGRA, starting from \( \phi^V(u) \), and ending at \( \phi^V(v) \).

Path Existence Constraint: If \( \phi^E(e = (u, v)) = \{l \in 2^L \text{ such that } l = (p_1, q_1) \in l \} \text{ such that } \phi^V(p_1) = \phi^V(u), \exists l_2 = (p_2, q_2) \in l \text{ such that } \phi^V(q_2) = \phi^V(v), \exists l = (p', q') \in l \text{ such that } p' = q, \forall \forall = (p, q) \in l \text{ such that } q \neq \phi^V(v) \).

Simple Path Constraint: If \( \phi^E(e = (u, v)) = \{l \in 2^L \text{ such that } l = (p_1, q_1) \in l \} \text{ such that } \phi^V(p_1) = \phi^V(u), \exists l_2 = (p_2, q_2) \in l \text{ such that } \phi^V(q_2) = \phi^V(v), \exists l = (p', q') \in l \text{ such that } p' = q, \forall \forall = (p, q) \in l \text{ such that } q \neq \phi^V(v) \).

Routing Order: With the path existence and the simple path constraints, a total order can be defined on the elements of \( l \). The order between two operations is represented by \( \prec \). The total order for all the operations, which we call routing order, identifies a unique path from \( \phi^V(u) \) to \( \phi^V(v) \). The routing order is defined as:

1) \( \forall i, j \in \{1, 2, \ldots, m\} \in L \), if \( l_i = (p, q) \land \phi^V(u) = p \), then \( l_i \prec l_j \)
2) \( \forall i, j \in \{1, 2, \ldots, m\} \in L \), if \( l_i = (p, q) \land \phi^V(v) = q \), then \( l_i \prec l_j \)
3) \( \forall i, j \in \{1, 2, \ldots, m\} \in L \), if \( l_i = (p, q) \land l_j = (q, r) \), then \( l_i \prec l_j \)

Routing PE: RPE for a data dependence edge \( e \in E \) is a set of PEs which are used to transfer data between two interconnection links. Thus, for any \( e = (u, v) \in E \), if \( l = \phi^E(e) \), then \( RPE^e = \{q \in l \mid (p, q) \in L \land q \neq \phi^V(v) \land p = \phi^V(u) \} \). We also define \( RPE = \bigcup_{e \in E} RPE^e \).

Uniqueness of Routing PE: A routing PE can be used to route only one value.

No Computation on Routing PE: No computations can be performed on a PE if it is used as a routing PE on a specific execution cycle.

Shared Resource Constraint: Most CGRAs have row-wise constraints since the rows usually share expensive resources such as multipliers, memory buses, etc. In RSPA for example, each row shares 2 multipliers, and therefore at most two multiply operations can be performed in each row. To specify the shared resource constraints, we define an attribute ‘type’ of...
the shared resource for each vertex of the kernel graph \( K \) and the number of shared resources in a row as \( S_t \) for a specific shared resource \( t \). Thus, if we define \( V^t \) for \( \exists \), \( \phi_t(v) = p_{ij} \wedge t \), then \( \forall t, |V^t| \leq S_t \).

Utilized CGRA Rows: We define \( UR \) as a set of CGRA rows that are utilized in mapping an application \( K \) onto the CGRA \( C \). Thus, \( UR = \{ P| \exists p_{ij} \in Range(\phi_t) \vee p_{ij} \in RPE \} \).

III. PROBLEM FORMULATION

In modern CGRAs, owing to the severe restrictions of the shared resource constraints, utilizing a smaller number of rows is a useful objective function. Utilizing fewer number of rows is directly translated into increased opportunities for novel power and performance optimization techniques. For example, the whole row of the unused PEs can be power gated to reduce the power consumption. In addition, it is possible to cleanly execute another loop iteration on the unused rows to improve throughput. Therefore, we formulate our problem as follows:

Given a kernel DAG \( K = (V,E) \) and a CGRA \( C = (P,L) \), find a mapping \( \phi(K) \), with the objective of \( \min\{UI_i\} \) or \( \min\{RPE\} \), under i) path existence, ii) simple path, iii) uniqueness of routing PE, iv) no computation on routing PE, and v) shared resource constraints.

As compared to previous approaches, our problem formulation is novel in several aspects:

- We allow various types of orthogonal interconnections in CGRAs.
- We allow shared resource constraints which can be used to model resource-constrained operations, e.g., loads, stores, multiplications and divisions.
- We allow a data dependence edge to be mapped onto a set of interconnection links of CGRAs, and therefore allow PEs to be used as routing resources.

IV. RELATED WORK

Various CGRAs have been proposed and summarized in [11]. MorphoSys [31] consists of 64 reconfigurable cells arranged in an 8 by 8 array coupled with a Tiny RISC processor. The cell array allows 16-bit SIMD (Single Instruction Multiple Data) model of computation. It is divided into four quadrants of 4 by 4 cells and each cell in a quadrant is fully connected with its nearest neighbors. Each quadrant is also connected with each other via buses. RAW [14] is based on MorphoSys, but it has MIMD (Multiple Instruction Multiple Data) model of computation. Unlike MorphoSys, RAW shares multipliers in order to reduce the chip size. The PEs in the same row share the data bus and thus only 2 load operations and 1 store operation are allowed for each of the row. RAW has an interconnection network similar to MorphoSys. ADRES [21] is an architecture template which consists of a VLIW (Very Long Instruction Word) processor and a CGRA. It has an XML-based architecture description language to define the overall topology, operation set, resource allocation, timing, and an internal organization of each PE. The CGRA in ADRES has 8 by 8 functional units and MorphoSys-like interconnection topology. Another CGRA is XPP (eXtreme Processing Platform) [3] which is a runtime reconfigurable architecture optimized for parallel data stream processing. It has 4 by 4 or 8 by 8 PE array and each PE performs typical DSP (Digital Signal Processing) operations such as multiplication, addition, shift, sort and comparison. KressArray [12] is the reconfigurable version of the super systolic array [30]. It is a mesh of rDPUs (reconfigurable Datapath Units) and an array of 128 DPUs can be realized. The DPUs are interconnected by the routing resources and the interconnection network can be fixed statically or dynamically. REMARC (Reconfigurable Multimedia Array Coprocessor) [24] is a reconfigurable accelerator tightly coupled to a MIPS RISC processor. It consists of an 8 by 8 array of nano processors containing an ALU, data RAM, register file, and special purpose registers. Each nano processor is connected with its nearest neighbors, but it shares broadcast buses in the same row or column. RAW (Reconfigurable Architecture Workstation) [34] from MIT consists of interconnected tiles and each tile contains instruction and data memories, an ALU, registers, configurable logic, and a programmable switch for routing. It has a 2-D mesh structure in which each microprocessor tile is connected with its immediate neighbors. There are many other CGRAs such as PipeRench [10], PADDI [4], MATRIX [23], RaPiD [7], etc., and the overview for those architectures can be found in [11].

Although CGRAs show an enormous computation power, the performance of CGRAs critically hinges on the mapping algorithm. Convergent scheduling for RAW [19] is proposed as a generic framework for instruction scheduling on spatial architectures. Its framework comprises a series of heuristics that address independent concerns like load balancing, communication minimization, etc. Convergent scheduling focuses on an instruction level parallelism and proposes a scheduling method for acyclic regions of code. Our mapping algorithm exploits not only instruction level parallelism but also loop level parallelism by unrolling. The mapping algorithm for Morphosys [33] also takes a data flow graph (DFG) as an input. In their algorithm, to minimize communication penalty, the DFG is partitioned into cliques and operations in each clique are allocated to the same resource. After the operations are allocated, the time slots for operations are assigned in the scheduling phase. Their algorithm is different from ours in that we generate pipeline schedules for the innermost loop bodies so that iterations can be issued successively, each node in the DFG can be mapped onto each PE in the target CGRA and the number of routing PEs can be minimized. Their execution model is also different from ours. Their algorithm is limited to SIMD execution model. This execution model is to endure some redundancies of fetching values from memory before it starts the computation. [22] and [27] propose similar modulo scheduling algorithms for mapping the DFGs onto CGRAs, which are based on a simulated annealing method.

The mapping algorithms proposed by [8], [16], and [18] use the one to one mapping approach for successively issuing iterations of the kernel loop. [18] focuses on enabling memory sharing between operations of different iterations placed on the same PE. Although they propose a compilation approach for a generic CGRA, their work is limited because it can not exploit different interconnect topologies as compared to ours. [16] finds a spanning tree in a DFG and route the interconnections corresponding to tree edges through abutment (connection between adjacent PEs). The remaining edges are routed through global interconnection. Basically, their strategy can map a DFG into
only 2-D mesh, and does not consider the shared resources (multipliers) between DPUs. Although the liaison DPUs (routing PEs) are inserted for making connections between non-adjacent DPUs, their algorithm does not try to minimize the number of the liaison DPUs. The algorithm from [8] is guided by a depth-first traversal in both the architecture and the application graphs. Similar to our approach, their approach can exploit various interconnect topologies. However, their mapping algorithm assumes that a PE can perform data routing and operation simultaneously.

All the previous application mapping approaches assume a very simple model of the CGRA, and do not model the complexities in the CGRA designs like row constraints, shared resources, and memory interfaces, and irregular interconnections. Lee et al. [17] proposed a spatial mapping approach for a CGRA in which each row shares the memory interface. The work closest to ours is [1], in which authors consider both shared multipliers and memory interface, and propose a spatial mapping technique which is referred as AHN in this paper. However, they only consider the mesh-style CGRA interconnection, and more importantly, they did not take the minimization of routing PEs into consideration. Their channel PE is similar to routing PE but it is added only for connecting two column-wisely unreachable PEs. Thus, channel PE is not helpful for removing the diagonal edges or making it possible to map node with more degree than the degree of PE onto CGRA. In addition, they only consider binary tree as their input form even though DAG is also possible to be mapped onto CGRA using their approach. Using DAG as an input is the more general and commonly accepted form of application specification.

V. ILP FORMULATION

The problem of application mapping onto a CGRA has been proven to be NP-complete [13], even in the special case when the application is represented in a complete binary tree and the CGRA consists of a two dimensional grid just with the neighboring connections. Therefore, we formulate the problem with an Integer Linear Programming (ILP).

When an edge \( e \) is mapped to a subset of interconnection links \( E \) such that \(|E| > 1\), it uses routing PEs. To accommodate the routing PEs, we add extra routing vertices on each edge of \( K \). Since the exact number of routing PEs required for an edge \( e \in E \) cannot be known until the mapping is complete, we insert the maximum possible number of routing vertices. The upper bound of the number of routing PEs is \(|P - V|\). Therefore, we transform \( K \rightarrow K' = (V', E') \) by inserting \(|P - V|\) vertices on each edge \( e \in E \). Fig. 1 shows the algorithm of adding the candidates of routing vertices [dark vertices in Fig. 1(b)] on every edge in \( K \). Let \( I^R \) be the set of the inserted black vertices onto \( e \in E \), and \( R = \bigcup_{e \in E} I^R \). The problem is translated into mapping \( K' \) to \( C \). Unlike normal vertices \( v \in V \), the candidates of routing vertices, \( r \in R \), can be mapped to the same PE \( p \in P \) of the CGRA, including the PE on which a normal vertex \( v \in V \) is mapped. Now we define our ILP on the transformed DAG \( K' \).

**Boolean Decision Variables:**
- \( v_{ijkl} = 1 \) if \( i \)th vertex \( v_i \in V \) is mapped onto \( p_{jkl} \in P \).
- \( r_{ijkt} = 1 \) if \( j \)th candidate of routing vertex \( r_j \in R^C \) for \( c_i \in E \) is mapped onto \( p_{jkt} \in P \).
- \( q_{ijkl} = 1 \) if \( j \)th routing vertex \( r_j \in R^C \) is mapped onto \( p_{jkl} \in P - \{\text{Range}(v_i)\} \), which means \( q \) corresponds to an actual routing PE.

In Fig. 1(d), \( r_{1113} = 1 \) because the first \( r \) for edge \( e_1 \) is placed on \( p_{13} \), and \( q_{212} \) becomes a routing PE because the second \( r \) for edge \( e_1 \) is placed on \( p_{12} \) where there is no operation \( v \).

**Objective Function:** The objective function is to minimize \( |UR| \) and minimize the number of routing PE under \( \min |UR| \) when we map \( K \) onto \( C \). In order to satisfy both of them, we use weight functions \( w_{UR}(k) \) and \( w_R \). \( M \) and \( N \) are the numbers of rows and columns, respectively.

\[
\text{Minimize} \quad \sum_{i} \sum_{k} \sum_{l} w_{UR}(k) \cdot v_{ijkl} \\
+ \sum_{i} \sum_{j} \sum_{k} \sum_{l} (w_R(k) + w_R) \cdot q_{ijkl} \\
\tag{1}
\]

where \( \forall k \leq |UR| \text{ bounded}, w_{UR}(k) = 0, w_R = 1, \forall k' > |UR| \text{ bounded}, \ (|P| - |V|) \cdot w_R < w_{UR}(|UR| \text{ bounded}), \) and \( N \cdot w_{UR}(k') < w_{UR}(k' + 1) \). \( |UR| \text{ bounded} \) is lower bound of \( |UR| \) in the CGRA, and it will be explained how to get \( |UR| \text{ bounded} \) in the next section.

**Constraints:** For \( 1 \leq i \leq |V|, 1 \leq l \leq |P| - |V|, 1 \leq k \leq M, 1 \leq l \leq N, \)

\[
\forall i, \sum_{k} \sum_{l} v_{ijkl} \leq 1 \tag{2}
\]

\[
\forall j, \sum_{k} \sum_{l} r_{ijkt} = 1 \tag{3}
\]

\[
\forall k, \sum_{i} v_{ijkl} + \sum_{j} \sum_{l} q_{ijkl} \leq 1 \tag{4}
\]

\[
\forall k, \sum_{i} v_{ijkl} \leq S_t \tag{5}
\]

\[
\forall e = (p_i, r_j) \in E', \sum_{k} \sum_{l} \sum_{i} Z_{k_1k_2} \cdot v_i \cdot r_{ijkl} = 1 \tag{6}
\]
\[ \forall (r_j, r_{j+1}) \in E', \quad 1 \leq j \leq |R'| - 1 \]
\[
\sum_{k_1, l_1, k_2, l_2} Z_{k_1 l_1 k_2 l_2} \cdot r_j k_1 l_1 \cdot r_{j+1} k_2 l_2 = 1
\]
(7)

\[ \forall (r \in R', q) \in E' \]
\[
\sum_{k_1, l_1, k_2, l_2} Z_{k_1 l_1 k_2 l_2} \cdot r \cdot k_1 l_1 \cdot v_q k_2 l_2 = 1
\]
(8)

- Constraint 2 represents that each \( v \in V \) is mapped onto exactly one PE \( p \in P \).
- Constraint 3 represents that each \( r \in R \) is mapped onto exactly one PE \( p \in P \).
- Constraint 4 represents that each \( p_{id} \in P \) can have only one operation, \( v \) or \( q \).
- In constraint 5, \( v_{ijkl} \) is an element of set \( V_k' \). Constraint 5 represents that each \( k \)th row of \( C \) can have at most \( S_t \) number of type \( t \) operations.
- Constraint 6–8 construct the interconnection links between \( p_{id} \in P \). We use an adjacent matrix table \( Z \) which contains all the information about the connections between \( p_{id} \). \( Z_{k_1 l_1 k_2 l_2} \) is 1 if \( k_1 l_1 \) is directly connected to \( p_{id} k_2 l_2 \) or if \( k_1 = k_2 \) and \( l_1 = l_2 \). Using \( Z \), we represent all the possible connections when all \( v, r \in V' \) are mapped onto \( p_{id} \in P \) using these three constraints.

Note that (6)–(8) are not linear. They contain products of boolean decision variables. Let \( a \) and \( b \) be boolean variables. The term \( a \cdot b \) can be linearized by using an additional boolean variable \( t \), and the following constraint:

\[ t \geq a + b - 1, \quad t \leq (a + b)/2. \]

VI. DESIGN FLOW

The entire design flow of our approach is described in Fig. 2. We manually extract the loop kernels from the applications, then the kernels are transformed into the predicated and unrolled code. The C compiler takes the rest of the code as an input, and performs compiler code generation. After the assembly code is generated, the additional code for controlling the loop kernel is inserted at the last step of the conventional compilation. It should be noted here that the effort in this paper is not to automate the entire design flow, but to solve the kernel mapping problem. Thus, in this section, we briefly introduce two preliminary steps, predication and loop unrolling, for loop kernels before describing the mapping algorithm.

A. Predication

Mainly due to lack of the program counter, the control logic in most existing CGRA templates (e.g., [5], [21], [26]) is not as versatile to fully support various conditional execution features as in ordinary microprocessors. Therefore, in order to execute a kernel loop, we transform all branches, such as if-statements, within the original loop into predicate statements [20].

B. Loop Unrolling

Since we are mapping applications with the minimal number of utilized rows, there are more chances that we can map the unrolled loop kernels onto CGRAs. Thus, in the first step of our approach, we unroll the kernel loop and see if the unrolled loop can be mapped onto a given CGRA. The number of utilized rows, \( UR \), is closely related to the unroll factor, \( UF \). Therefore, we compute its lower bound, \( |UR|_{\text{Bound}} \), which is required for the kernel unrolled by \( UF \), as follows:

\[ |UR|_{\text{Bound}} = \max \left( \left[ \left( UF \cdot |V| \right) / |N| \right], \left[ UF \cdot |V_{\text{load}}| / |S_{\text{load}}| \right], \left[ UF \cdot |V_{\text{store}}| / |S_{\text{store}}| \right], \left[ UF \cdot |V_{\text{mul}}| / |S_{\text{mul}}| \right] \right) \]

in which \( N \) is the number of columns on CGRA, \( V \) represents the number of corresponding operation \( i \), and \( S_t \) is the number of shared resources \( t \) in a row of CGRA. The parameters of \( \text{max} \) function represent the number of required rows for all vertices of an application, for the load and store operations, and for the multiply operations respectively. With this equation, we evaluate the unroll factor by increasing \( UF \) from 1 (no unroll) until it results in larger \( |UR|_{\text{Bound}} \) than the number of rows of CGRA. Once \( UF \) is decided, the kernel loop unrolled by this \( UF \) value is mapped onto CGRA using our SPKM as will be described in the next section. In the example of Fig. 6, the unroll factor is ‘1’ because if we unroll the kernel two times (\( UF = 2 \)), the minimal required number of rows is computed as

\[ \max(\left[ (2 \cdot 10)/4 \right], \left[ (2 \cdot 3)/2 \right], \left[ (2 \cdot 1)/1 \right]) = 5 \]

which exceeds the number of rows of the CGRA.

VII. OUR APPROACH: SPLIT-PUSH KERNEL MAPPING (SPKM)

Our approach of mapping a kernel onto a CGRA is based on the split & push algorithm [2] which is popular in the area of
graph drawing. Fig. 3 shows an example of mapping kernel $K$ that has four operations onto a mesh-style CGRA $C$.

The algorithm starts with a *degenerate drawing* where all the nodes in a graph are located at the same coordinate (1,1), as shown in Fig. 3(a). In the first step, we locate each vertex $v \in K$ using cuts. A cut is a plane which splits the nodes into two groups and it is shown by a dotted line in Fig. 3. After the graph has been split, all $v$ in one of the groups are pushed to new coordinate. Fig. 3(b) shows the result of split & push along the dotted line. This split & push is repeated until every $v$ has distinct coordinates as shown in Fig. 3(c).

The crucial step in the split & push approach is finding appropriate cuts which generate the minimal number of coordinates. Consider another application of split & push applied to the same $K$ in Fig. 4. The final graph requires much more vertices than the solution in Fig. 3 due to the routing vertices. This is because $v_3$ is separated from other nodes in the first stage of split & push algorithm. This separation produces a *fork*. A fork is adjacent edges cut by a split. Once there is a fork and the fork consists of $n$ adjacent edges, $n-1$ bends (dummy nodes or routing vertices) are required as $n-1$ edges in the fork become slant, which is not allowed in mesh graph drawing. Forks can be avoided by finding a *matching-cut*. A matching-cut is defined as a set of edges which have no common node and whose removal makes the graph disconnected. The problem of finding a matching-cut in a graph is again an NP-complete problem [28].

In order to minimize the number of utilized rows and routing PEs in the mapping, we propose a novel mapping heuristic which is based on the split & push graph algorithm. Fig. 5 describes our mapping technique, *Split-Push Kernel Mapping*, or *SPKM*. Each step is thoroughly explained with an example of Fig. 6 in this section. We assume that in our CGRA $C$, all PEs are connected to their immediate and the next immediate neighbors. Thus, a PE is connected to at most 6 other PEs. We also assume that at most 2 load operations and one store operation can be scheduled in a row. $K$ of Fig. 6(a) has 10 operations including 3 loads (gray nodes) and 1 store (dark grey node).

### A. Column-Wise Scattering

In the first step, we distribute vertices $v \in V$ to the minimum number of $UR$ in the same column considering the minimal number of forks and shared operations like multiplication, load and store. We distribute all $v \in V$ to $p_{k1}$, $1 \leq k \leq |UR|_{\text{bound}}$. All $v$ located at $p_{k1}$ are separated into two sets by cutting and the nodes in one of the sets are pushed into $p_{(k+1)1}$. For example, all the nodes in $p_{11}$ of Fig. 6(a) are separated into two sets of nodes $\{v_4, v_8, v_{30}\}$ and $\{v_1, v_2, v_3, v_5, v_6, v_7, v_9\}$. The nodes in the set $\{v_1, v_2, v_3, v_5, v_6, v_7, v_9\}$ are pushed into $p_{21}$ like in Fig. 6(c). Now the nodes $\{v_1, v_2, v_3, v_5, v_6, v_7, v_9\}$ are separated into two sets $\{v_1, v_3, v_9\}$ and $\{v_2, v_5, v_6, v_7\}$ again, and the nodes $\{v_2, v_5, v_6, v_7\}$ are pushed into $p_{31}$. The split & push is repeated until there are no empty $p_{k1}$ in the $|UR|_{\text{bound}}$. In each repetition, we try to find the matching cut to minimize the number of routing PEs.

#### ILP Solution of Matching Cut

Since matching cut problem is NP-complete, we solve it by formulating as an ILP. In the $k$th repetition, the graph $K^k$ consisting of all the nodes in $p_{k1}$ are split into two separated graphs, and one of them, $K^{k+1}$ is pushed into $p_{(k+1)1}$. $K^1$ is the same as $K$. We find a matching cut in $K^k$ satisfying following ILP.
Equation (11) is not linear due to ‘or’. In order to linearize this, we change this equation to (12) and (13) using new constant \( \eta \) which is big enough.

\[
\sum_{v_j \in \text{adj}(v^m_i)} (v_{j,k}^m + v_{j,k+1}^m) \leq \zeta_1 + \eta \cdot v_{j,k+1}^m \\
\sum_{v_j \in \text{adj}(v^m_i)} (v_{j,k}^m + v_{j,k+1}^m) \geq 2 \cdot \deg(v_{j,k+1}^m) - \zeta_2
\]

When a multi-degree-node \( v_{j,k+1}^m \), black node in Fig. 7, and its adjacent nodes in \( K^k \) are determined to be pushed into \( P_{(k+1)} \), there are four ways to avoid forks. Fig. 7(a) and (b) show two possible cases where \( v_{j,k+1}^m \) is not pushed into \( P_{(k+1)} \) and \( \deg(v_{j,k+1}^m) = 1 \) adjacent nodes are not pushed either. Fig. 7(c) and (d) show the other cases where \( v_{j,k+1}^m \) is pushed into \( P_{(k+1)} \) and only 0 or 1 adjacent node is not pushed. Thus, if we do not want to allow forks, we set \( \zeta_1 = \zeta_2 = 1 \). If there is no matching cut in the \( k \)th repetition of split & push, we increase \( \zeta_1 \) and \( \zeta_2 \), allowing more forks until finding feasible solution in ILP. The leftmost kernel DAG \( K^k \) in Fig. 6(d) shows the result of column-wise scattering. Because \( |UR|_{bound} = 3 \), SPKM tries to map the kernel with three rows and it generates two forks during scattering.

B. Routing PE Insertion

At every step of column-wise scattering, routing vertices should be inserted on the edges of each fork generated in the first stage of SPKM to route data via indirectly connected PE. In this step, we generate the routing vertices and connect them with existing vertices. Since \( (v_7, v_8) \) is an edge of the first fork in Fig. 6(d), we need a routing PEs (black nodes) on it. A routing PE is also inserted into the edge \( (v_3, v_8) \) of the second fork. Sometimes we cannot map the kernel with a given \( |UR|_{bound} \), since the number of vertices in \( K^k \) exceeds the number of PEs in the \( k \)th row after routing PEs are inserted into \( K \). For instance, the rightmost graph with routing PEs in Fig. 6(d) has five nodes at \( p_{11} \) due to the insertion of a routing PE. Because we have four PEs in a row, this is an invalid mapping. In this case, we go back to column-wise scattering and increase \( |UR|_{bound} \) by one. Fig. 6(f) shows the result of column-wise scattering with \( |UR|_{bound} \) of four. We also need two routing PEs. One is on the edge \( (v_5, v_7) \) and the other is on \( (v_5, v_7) \). After the insertion of routing PEs, it is still a valid result.
C. Row-Wise Scattering

In this last stage, we distribute all the nodes at $p_{k1}$ to the nodes $p_{kl}$ where $l \in [1, n]$. To avoid diagonal edge and edge crossing, all the nodes that have connections between different rows should be placed in the same column. For example, the nodes $\{v_3, v_5, v_6\}$ in Fig. 6(d) are located in different rows but they have connections to each other. If the node $v_6$ is located in the fourth column while other two nodes $v_3$ and $v_5$ are located in the third column, we need a routing PE between $v_3$ and $v_6$.

**ILP Solution of Row-Wise Scattering:** We solve row-wise scattering by formulating as an ILP. Before explaining the ILP, we define expanded loop kernel DAG, $K^e = (V^e, E^e)$ which includes added routing vertices and relevant edges. Fig. 6(e) and the middle of Fig. 6(d) show the example of $K^e$.

**Objective Function:**

$$\text{Minimize} \quad \left| V^e \right| \sum_{i} \sum_{c} c \cdot v_{ic}$$  \hspace{1cm} (14)

where $v_{ic}$ is 1 if $i$th vertex $v_i \in V^e$ is mapped on $p_c$ at the row fixed in the column-wise scattering. This objective can maximize the number of unexecuted column and we can apply power gating techniques to the column.

**Constraints:**

$$\forall i \in V^e, \quad \sum_{c=1}^{C} v_{ic} = 1$$  \hspace{1cm} (15)

$$\sum_{v_i \in V^e_k} v_{ic} \leq 1$$  \hspace{1cm} (16)

where $V^e_K$ is a subset of $V^e$ existing on the $k$th row.

$$\forall l \subset 2^E, \quad \sum_{c=1}^{C} \sum_{v_i \in V^e_l} [c \cdot v_{iec} - c \cdot v_{jic}] = 0$$  \hspace{1cm} (17)

where $l$ is the longest path connected with only inter-row links.

$$\sum_{c_i=1}^{C} \sum_{c_j=1}^{C} Z_{c_i c_j} \cdot (x_{i c_1} \cdot x_{j c_1}) \leq 1$$  \hspace{1cm} (18)

where $Z$ represents the predefined adjacent matrix table that has 1 if $i$th column and $j$th column are connected, otherwise 0.

- Each $v \in V^e$ is mapped onto exactly one PE $p \in P$, (15).
- Each $p_{kl} \in P$ can have only one operation, (16).
- All $v \in I$ are mapped onto same column, (17).
- We represent all the possible connections when all $v, r \in V^e$ are mapped onto $p_{kl} \in P$ using (18).

As a result of row-wise scattering, Fig. 6(g) shows the final mapping of the application shown in Fig. 6(a). SPKM is able to take complex PE interconnections, shared resources, and routing resources into account due to the following reasons. First, SPKM can take care of complex PE interconnections because we model the interconnection topology of CGRA with graph edges and use graph-drawing algorithm to map applications. Second, thanks to the insertion of routing PEs described in Section VII-B and our solution for matching cut problem, SPKM is able to consider and minimize routing PEs during mapping process. Finally, the constraints in the column-wise scattering step enable SPKM to take care of the shared resources.

VIII. EXPERIMENTAL SETUP

We test SPKM on a CGRA called RSPA [14] which is shown in Fig. 8. RSPA consists of 16 PEs in which each PE is connected to four neighboring PEs, and also the four next neighboring PEs (PE interconnection). In addition, it has two shared multipliers in each row (shared resource), each row can perform two loads and one store (also shared resource), and it allows PEs to be used for routing (routing PE). However, when a PE is used for routing, it cannot perform any other operation. All of our experimental results shown in this paper are based on the comparison with another spatial mapping technique [1] (we refer as AHN in this paper), because it is the only spatial mapping technique that considers both the shared resources and the routing resources. They divided the mapping problem into three sub-problems and formulated them with ILP. The effectiveness of their technique has been shown on the same architecture, RSPA, and compared with hand-optimized outputs for many loop kernels. However, as will be demonstrated in the experimental section, the mapping results of AHN are less efficient as compared to our technique because they scatter the nodes considering only the resource constraints, not the interconnections between the rows. And more importantly, they did not take the minimization of routing PEs into consideration. More details of the previous technique AHN can be found in [1]. In fact, we did not compare thoroughly our spatial mapping technique with other temporal mapping ones mainly because AHN [1] has already compared these two mapping strategies with examples in more detail.

To demonstrate the effectiveness of SPKM, we have devised a random kernel DAG generator. Our DAG generator randomly generates 100 DAGs for each value of node cardinalities from 5 to 16 nodes (1200 in total). AHN can also take DAGs as inputs since the features of RSPA allow AHN to map DAGs. Each DAG is generated according to the following steps. Once the number of nodes is given, the operations which are supported by PEs of RSPA are randomly assigned to each of the node. In this process, at least one load operation should be assigned to source vertex and one store operation to sink vertex respectively. Finally edges are inserted, satisfying that each node should not
TABLE I
BENCHMARK INFORMATION

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Nodes</th>
<th>Load/Store</th>
<th>Mul</th>
</tr>
</thead>
<tbody>
<tr>
<td>Livermore Loops</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydro</td>
<td>9</td>
<td>3/1</td>
<td>3</td>
</tr>
<tr>
<td>Inner</td>
<td>6</td>
<td>3/1</td>
<td>1</td>
</tr>
<tr>
<td>State</td>
<td>26</td>
<td>9/1</td>
<td>8</td>
</tr>
<tr>
<td>ICCG</td>
<td>10</td>
<td>5/1</td>
<td>2</td>
</tr>
<tr>
<td>DSPStone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N complex update</td>
<td>16</td>
<td>6/2</td>
<td>4</td>
</tr>
<tr>
<td>Wavelet Benchmark</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGBtoYUV transform</td>
<td>27</td>
<td>9/3</td>
<td>9</td>
</tr>
<tr>
<td>Mediabench</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bdst2</td>
<td>27</td>
<td>10/1</td>
<td>1</td>
</tr>
<tr>
<td>Dstx1</td>
<td>15</td>
<td>6/1</td>
<td>1</td>
</tr>
<tr>
<td>Multimedia benchmark</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laplace</td>
<td>23</td>
<td>9/1</td>
<td>5</td>
</tr>
<tr>
<td>FFT</td>
<td>20</td>
<td>4/4</td>
<td>4</td>
</tr>
<tr>
<td>Prewitt</td>
<td>27</td>
<td>9/1</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE II
POWER PARAMETERS OF RSPA

<table>
<thead>
<tr>
<th>Components</th>
<th>Power Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active PE</td>
<td>2.54293 mW</td>
</tr>
<tr>
<td>Routing PE</td>
<td>0.847321 mW</td>
</tr>
<tr>
<td>Idle PE</td>
<td>0.254293 mW</td>
</tr>
<tr>
<td>Configuration cache in a row</td>
<td>10.8867 mW</td>
</tr>
<tr>
<td>The rest part of RA (constant)</td>
<td>64.97043 mW</td>
</tr>
</tbody>
</table>

have more than two incoming edges. In addition, we also compare SPKM and AHN on a collection of benchmarks from Livermore loops, MultiMedia and DSPStone (they are summarized in Table I). In order to get the effective unroll factors from these algorithms, we unrolled inputs with all possible unroll factors within the limitation of the resources like PEs, shared bus and multipliers. Then for each input we select the best mapping result which can unroll the kernel loop as many as possible and requires the least number of routing PEs. All experiments are done on Pentium4 3-GHz machine with 1-GB RAM. We use glpk4.8 [9] for solving our ILP formulations.

We have analyzed the power consumption of PE and configuration cache of the RSPA. The architecture has been synthesized using Design Compiler of Synopsys [32] with technology of DongbuAnam 0.18-μm [6]. We have used SRAM Macro Cell library for the frame buffer and configuration cache. ModelSim [25] and PrimePower [32] have been used for gate-level simulation and power estimation. The operation frequency was 100 MHz and $V_{dd}$ was 1.8 V at 27 °C. The power of active PE, routing PE, and idle PE, and configuration caches in a row is described by Table II.

IX. EXPERIMENTS

In this section, we demonstrate that SPKM can not only map more applications but also generate better quality mappings. To demonstrate the effectiveness of our technique, we divided the experiments into four parts. First, we show that SPKM is able to map much more applications than the previous one, since SPKM considers the orthogonal interconnections effectively and exploits routing PEs. Second, we demonstrate that we can generate better quality mappings than the previous technique, in terms of the utilized CGRA rows. The less usage of CGRA rows results in the shorter execution time and the lower power consumption of mapped applications as will be discussed in the following subsection. SPKM can achieve those outperforming results with minimal mapping-time overhead, and it is described next. Finally, we show that SPKM is able to map real benchmarks collected from Livermore loops, MultiMedia and DSPStone as well.

A. SPKM Can Map More Applications

SPKM shows better ability of application mapping than the previous mapping technique, AHN, for two reasons. First, although AHN considers the shared resources, AHN cannot take the orthogonal PE interconnections into consideration when it scatters the nodes of application onto CGRA rows. For example in RSA shown in Fig. 8, each row can execute no more than two multiplies, two loads, and one store. When AHN decides which nodes will be mapped on each row, AHN splits the graph according to the constraints of the number of shared resources. For instance, AHN splits the graph in Fig. 9(a) into {1, 2, 3} and {4, 5, 6} since this splitting satisfies the resource constraints that Fig. 9(b) has. However, AHN fails to map this graph because AHN is not aware of the orthogonal PE interconnections as shown in Fig. 9(c). On the other hand, SPKM considers PE interconnections also during it finds matching-cut in the graph, and is able to find mapping for this example graph [Fig. 9(d)]. The second and more important reason is that, since the previous technique does not take routing PEs into consideration, a node which has a large number of edges can not be mapped onto CGRAs. For example, if a node in an application graph has 2 incoming and 5 outgoing edges, then this node cannot be mapped on any PEs of RSA because each PE on RSA can have at most 6 interconnections (with 4 neighboring PEs and 2 next-neighboring PEs). Using a PE as a routing resource makes it possible to map any degree DAGs onto the CGRAs.

Fig. 10 plots how many applications out of 100 applications can be mapped by the three techniques for each value of node cardinality. The X-axis represents the number of nodes that each input application contains, and the Y-axis shows the number of valid mappings among 100 applications. Since ILP takes a lot of time for large input graphs, we stop the ILP solver after 24 hours. ILP cannot find a solution for graphs with 13 or more nodes, therefore there is no bar for ILP from 13 nodes in Fig. 10. The main observation from this graph is that SPKM can on average map 4.5× more applications than AHN. It is interesting
B. SPKM Can Generate Better Quality Mappings

In addition to being able to map more applications than AHN, SPKM is also able to generate better quality mappings for the applications in terms of the number of utilized rows. Both algorithms compute the same lower bound of utilized rows, e.g., 3 in the example in Fig. 6(a). However, since AHN often fails to map applications within the lower bound of rows for the same reason explained in the previous subsection, AHN needs more CGRA rows to map applications. As will be shown in this subsection, using more CGRA resources impacts the performance and power consumption of mapped applications.

Fig. 11 plots the number of better, similar, or worse mappings generated by SPKM and AHN out of 100 applications for each node cardinality. The white bars represent the number of applications in which SPKM and AHN maps with the same number of rows. For example, for the 100 applications which have 12 nodes, in 82 cases, SPKM can generate mappings which have fewer rows than AHN; AHN generated a mapping with fewer rows in one case, and in the rest 17 cases, SPKM and AHN generate mappings with the same number of rows. On average, SPKM can generate better mappings than AHN for 62% of the applications, and the similar or better mappings for 99% of the applications. Fig. 12 plots in how many applications out of 100, ILP generates better mapping than SPKM. Note that this graph has data only until 12 nodes since ILP cannot map large applications in reasonable time. Also note that there are only two kinds of bars. This is because SPKM can never generate better mapping than ILP. On an average, SPKM is able to generate optimal mapping in 72% of the applications.

The fewer the utilized rows are, the more opportunities there are to boost up the performance by using more loop-unrolled kernels. Therefore, we can compare the execution time for each algorithm using unroll factor for each mapping. Moreover if we can use a smaller number of rows, there are more opportunities to reduce the power consumption of PE arrays by switching the unused PEs to low power mode. Fig. 13 plots the number of better, similar, or worse mappings generated by SPKM and AHN out of 100 applications for each node cardinality in terms of unroll factors. On average, SPKM can generate mappings which have better performance than AHN for 66% of the applications, and the same quality mappings for 33% of the applications. This implies that for 99% of the applications, SPKM is able to generate better, or at least the same quality mappings than AHN in terms of the execution time for the generated mappings. Fig. 14 plots in how many applications out of 100 applications, SPKM generates better mapping than AHN in terms of power consumption. Since SPKM is able to generate mappings which require fewer resources, the mapped applications can run...
Fig. 14. SPKM generates mappings which consume less power.

Fig. 15. SPKM has less than 5% mapping-time overhead.

with less power. Fig. 14 shows that on average SPKM can generate mappings that consume less power than AHN for 71% of the applications, and the same quality mappings for 27% of the applications, implying that for 98% of the applications, SPKM is able to generate better, or at least the same quality mappings than AHN.

C. SPKM Has Minimum Mapping-Time Overhead

SPKM generates effective mapping described above with minimal mapping time overhead. Fig. 15 shows the average mapping time for all the three algorithms. Note that the Y-axis is a logarithmic scale. On average, SPKM has only 5% overhead in mapping time as compared to AHN, and both are much less than the time taken by ILP.

D. SPKM on Real Applications

To demonstrate the effectiveness and usefulness of SPKM, we compare the number of rows of SPKM and AHN for a set of benchmarks collected from Livermore loops, multimedia, and DSPStone. Since these applications are large, we modified RSPA to have $6 \times 4$ PEs for the applications.

Fig. 16 shows the number of rows required for the mapping generated by SPKM and AHN. ILP is unable to find a mapping for any of these real applications in reasonable time. The first observation from this graph is that AHN is unable to map three of the real applications, demonstrating that SPKM can map more applications than AHN. The second observation is that the mappings generated by SPKM uses a smaller number of rows than AHN. SPKM uses fewer rows in three real applications and the same number of rows in four real applications out of eight that can be mapped by AHN, demonstrating the goodness of mapping.

As described above, the goodness of less utilized rows implies the improved performance and lower power consumption of the mapped application. Fig. 17 shows the unroll factor of SPKM and AHN which is directly related to the performance of the mapped applications. This graph shows that SPKM can map applications with larger, or at least the same unroll factors. Fig. 18
Fig. 19. Various PE interconnection topologies. (a) Mesh interconnection. (b) One-hop interconnection. (c) Two-hop row-only interconnection. (d) Two-hop column-only interconnection. (e) Two-hop (full) interconnection.

Fig. 20. SPKM can map more applications even if PE interconnection topology changes.

Fig. 21. SPKM also generates better quality mappings for any interconnection topologies.

depicts the power consumption in mW of the benchmarks. This graph shows that on average the applications mapped by SPKM can reduce the power consumption by 9.6%, demonstrating the goodness of mapping. Regarding the mapping time, SPKM uses just 2% more time than AHN for the benchmarks that AHN could map.

X. DESIGN SPACE EXPLORATION

Finally, we demonstrate that SPKM shows prominent results not only for RSPA but also for several CGRA designs which have various interconnection topologies and shared resource configurations.

A. Exploration on Various PE Interconnections

The PE interconnection topology is one of the most important parameters since it determines the schedulability of an application. Fig. 19 depicts five PE interconnections; the basic mesh structure in which PE has interconnections with only its neighboring PEs, one-hop interconnection which connects next neighboring PEs also, two irregular interconnections in which only rows or columns are fully connected, and two-hop Morphosys-like structure that PEs in each row and column are fully connected with each other.

In this experiment, we explore those interconnection topologies and show that SPKM can exploit the PE interconnections better than AHN and thus map more applications and generate better quality mappings for each of PE interconnections. Fig. 20 shows the number of valid mappings that both SPKM and AHN can generate, for each interconnection topologies and for the three values of node cardinality. The main observation from this graph is that SPKM maps much more applications than AHN for any PE interconnection topologies. Note that SPKM shows relatively low mapping capability on mesh and two-hop row-only interconnection since our algorithm starts with column-wise scattering in which it exploits the vertical interconnections first. Although it is generally known that it is easier to schedule kernels with rich PE interconnections, SPKM shows better schedulability if more column-wise interconnections appear on the CGRAs due to its algorithmic property.

Fig. 21 plots the number of better, similar, or worse mappings generated by SPKM and AHN out of 100 applications for various PE interconnection topologies. This graph shows that SPKM generates the mappings which use fewer, or at least the same number of rows than AHN. The metric of the utilized rows directly impacts the performance and power consumption of mapped applications as described in Section IX-B. To summarize, SPKM maps more applications and generates mappings which have better quality than AHN for various PE interconnection topologies.

B. Exploration on Various Shared Resource Configuration

RSPA shows the shared resource constraints in which each row shares two multipliers, two load units and one store unit. The shared resource constraints restrict the schedulable nodes of applications for each row. To demonstrate that SPKM is not customized only for the shared resources of RSPA, we vary and explore the shared resource configurations. Table III shows 4 configurations for the exploration. We start from 1M-1L-1S configuration in which each row shares 1 multiplier, 1 load unit and 1 store unit. In this configuration, no more than 1 operation...
TABLE III

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M-1L-1S</td>
<td>4 PEs in each row share 1 multiplier, 1 load, and 1 store unit.</td>
</tr>
<tr>
<td>2M-2L-1S</td>
<td>4 PEs in each row share 2 multipliers, 2 load, and 1 store unit.</td>
</tr>
<tr>
<td>4M-2L-2S</td>
<td>PEs in each row shares 2 load and 2 store units. Each PE has its own multiplier.</td>
</tr>
<tr>
<td>4M-4L-4S</td>
<td>Each PE has its own multiplier, load and store unit.</td>
</tr>
</tbody>
</table>

Fig. 22. SPKM can map more applications even if shared resource configuration changes.

Fig. 23. SPKM also generates better quality mappings for any configurations of the shared resources.

assume a very simplistic architecture of the CGRA. In this paper, we propose a graph drawing based approach, SPKM, which takes several architectural details of CGRA into account and is therefore able to effectively and efficiently map applications onto CGRAs. Our experiments demonstrate that SPKM can map 4.5x more synthetic applications than the previous approach, and generate better results in 62% of cases in terms of utilized CGRA rows which is directly translated into less execution time and lower power consumption. Results on benchmarks from Livermore loops, MultiMedia and DSP-Stone also convey the same. A set of exploration experiments shows that SPKM gives these prominent results on various PE interconnection topologies and shared resource configurations, demonstrating the generality of SPKM for various CGRA designs.

Our future work is to extend the SPKM approach to include dynamic reconfigurability. We are currently working on the temporal mapping technique considering various architectural details of CGRAs. We are also in the process of automating the entire design flow, and extending the program representation to consider the control flow of the applications.

XI. SUMMARY AND FUTURE WORK

While coarse-grained reconfigurable architectures (CGRAs) are emerging as attractive design platforms due to their efficiency as well as flexibility, efficient mapping of applications onto them still remains a challenge. Existing CGRA compilers...
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